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EXECUTIVE SUMMARY 

This research task (RT-168) is addressing research needs defined by the United States (US) Army 
Research, Development and Engineering Command (RDECOM) Armament Research, 
Development and Engineering Center (ARDEC) in Picatinny, NJ. The purpose of this RT-168 
Phase I final technical report is to document the refinement and expansion of those needs and 
the status of working sessions, demonstrations, presentations, and reports provided to the 
ARDEC team. These needs are characterized as overarching objectives and goals to elicit 
requirements for the Armament Virtual Collaboratory Environment (AVCE) integrated Model 
Based Environment (iMBE). The AVCE iMBE ƛǎ !w59/Ωǎ ŜƴǾƛǎƛƻƴŜŘ ŎƻƴŎŜǇǘ ƻŦ ŀƴ ƛƴǘŜƎǊŀǘŜŘ 
modeling environment - άǘƘŜ ǎȅǎǘŜƳ ŦƻǊ ŘŜǎƛƎƴƛƴƎ ŦǳǘǳǊŜ !w59/ ǎȅǎǘŜƳǎ ƻǊ ǎȅǎǘŜƳǎ-of-
ǎȅǎǘŜƳǎΦέ ¢ƘŜ ƛƴǘŜƴǘ ƛǎ ǘo understand the relationships between Systems Engineering (SE) 
activities and methods in the context of a Digital Thread concept developed by ARDEC.  

This research tasks focus on the ARDEC-relevant needs for a transformation for systems 
engineering enabled by model-centric engineering (MCE). Model-centric engineering1 can be 
characterized as an overarching digital engineering approach that integrates different model 
types with simulations, surrogates, systems and components at different levels of abstraction 
and fidelity across disciplines throughout the lifecycle. Industry is trending towards more 
integration of computational capabilities, models, software, hardware, platforms, and humans-
in-the-loop. The integrated perspectives provide cross-domain views for rapid system level 
analysis allowing engineers from various disciplines using dynamic models and surrogates to 
support continuous and often virtual verification and validation for tradespace decisions in the 
face of changing mission needs. 

The path forward has challenges but also many opportunities, both technical and 
sociotechnical. It must include a modeling framework and consider the use of high performance 
computing (HPC) that enables single source of truth (SST), integration and interoperability of 
multi-domain and multi-physics models, and provide for methods for model integrity (trust in 
the modeling and simulating predictions). The modeling and infrastructure for AVCE iMBE is a 
critical step to enable a SST. While there are literally thousands of tools, with about 100 at 
ARDEC, they are often federated and there is no one single solution that is fully integrated that 
can be purchased. Every organization often has to architect and engineer their model-centric 
engineering environment. Most, like ARDEC have selected commercial tools that must be 
integrated with many specialized tools that they have developed for ARDEC-specific needs.  

In order to better understand the requirements for the AVCE iMBE, ARDEC initially had three 
challenge areas, which has been extended to five challenge areas. The SERC research team is 
involved in four of the five challenge areas. A theme for a case study involves Unmanned Aerial 
Systems in which to investigate the following five tasks: 

                                                      
1 DASD has increased the emphasis on using the term Digital Engineering. A draft definition provided by the 
Defense Acquisition University (DAU) for DE is: An integrated digital approach that uses authoritative sources of 
systems' data and models as a continuum across disciplines to support lifecycle activities from concept through 
disposal.   This definition is similar to working definition used throughout our prior research task RT-
48/118/141/157/170 for Model Centric Engineering (MCE). 
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Á Task 1: Framework/architecture of development and collaboration environment that 
support cross-domain integration of models to address the heterogeneity of the various 
tools and environments 

Á Task 2: Formalization of an information model for ARDEC-relevant domains to support 
capturing and sharing of data 

Á Task 3: Technology and domain-relevant modeling methodologies 
Á Task 4: Demonstrations in the context of ARDEC-relevant Challenge Areas relevant to 

Tasks 1, 2, 3 & 5 
Á Task 5: System Engineering Transformation Roadmap to roll out capabilities addressing 

all five perspectives in parallel: 
o Technologies and infrastructure  
o Methodologies and processes 
o People, training, competencies and framework viewpoints and interfaces 
o Operational & contractual paradigms for transformed interactions with industry 
o Governance  

These five tasks have been mapped to a set of research uses cases, which are detailed in 
Section 2 of this report. Part II of this report, Sections 3 through 14 provide details on each of 
the research use cases. The specific accomplishments include, but are not limited to informing 
our ARDEC sponsors through five working sessions, one special session and 19 virtual meetings, 
where we have conducted presentation and demonstrations on many topics such as: Model 
Centric Engineering, modeling methodologies, Model Frameworks and Verification Tools for 
Cyber Physical Systems design, Multidisciplinary Design Analysis and Optimization, Decision 
Framework Approach and High Level Architecture (HLA) for Virtual Reality (VR) Forces 
demonstrations, mission and system simulations with upstream/downstream data interfaces 
demonstrations, and graphical CONOPS simulations with gaming technology. One of the high 
potential areas involves research in semantic web technologies and ontologies as a promising 
approach to enable cross-domain model through interoperability supporting the capability to 
enable a single source of truth.  

Finally, this research is being conducted in collaboration with two SERC research tasks 
sponsored by the Naval Air Systems Command (NAVAIR) under RT-170 and RT-176, as well as 
Department of Defense (DoD) Digital Engineering (DE) Transformation initiative, and our 
relationship that we have fostered with National Aeronautics and Space Administration (NASA) 
Jet Propulsion Laboratory (JPL). 

 

 

 



Contract No. HQ0034 -13-D-0004 

Report No. SERC-2017-TR-110       Date: August 8 , 2017 

1 

1 INTRODUCTION 

The SERC team has conducted five working sessions, one special session and 19 virtual 
meetings with the United States (US) Army RDECOM-ARDEC in Picatinny, NJ to discuss the 
needs and scenarios for a System Engineering (SE) transformation enabled by evolving model-
centric engineering (MCE) technologies and methods. Early meeting with ARDEC covered their 
prioritization of key areas to initiate such a transformation. We also discussed research needs 
ŎƘŀǊŀŎǘŜǊƛȊŜŘ ŀǎ ŦƛǾŜ ǊŜƭŀǘŜŘ ǘŀǎƪǎ ƛƴ ǘƘŜ ƭŀǊƎŜǊ ŎƻƴǘŜȄǘ ƻŦ !w59/Ωǎ Ǿƛǎƛƻƴ ŦƻǊ ŀƴ Armament 
Virtual Collaboratory Environment (AVCE) integrated Model Based Environment (iMBE). We 
refined those needs into sub-team-related research use cases that map to ARDECΩǎ four of five 
challenge area. ARDEC is also working with their own Integrated Product Teams (IPTs) on some 
of these challenge areas. We are also fostering bi-directional sharing of research interests and 
results with our US Navy Naval Air Command (NAVAIR) sponsors who attended our working 
session in January 2017. Finally, we are collaborating in several MCE-related efforts to provide 
the opportunity to leverage and share with the Open Collaboration Group for MBSE and 
OpenMBEE, Semantic Technologies for Systems Engineering (ST4SE) initiative, DoD Digital 
Engineering Transformation Initiative, the Aerospace Industry Association (AIA) on Concept of 
Operations (CONOPS) for Government and Industry collaboration through MBSE and the 
National Defense Industry Association (NDIA) Modeling and Simulation group who are 
coordinating working groups to investigate approaches for using Digital Models for competitive 
down select. 

1.1 ARMAMENT VIRTUAL COLLABORATORY ENVIRONMENT VISION 

The AVCE iMBE vision portrayed by ARDEC reflects on their understanding of the research 
needed to advance to a future state of their integrated modeling environment. There are many 
enablers that relate to characteristics of a holistic approach that aligns with their vision such as 
(this list is not exhaustive, but represents advances in use today): 

Á Mission-level simulations that are being integrated with system of system (SoS) and 
system simulation that increasingly interoperate with distributed interactive simulation 
capabilities, augmented virtual reality, and gaming technology 

Á Computer-aided Design (CAD), behavioral techniques, physics-based/engineering 
simulations, decision analytics, Computer-aided Manufacturing (CAM), system 
architecting, prototyping, embedded in a knowledge management environment 

Á Enabling collaborative environments by leveraging social media technologies and 
operational metaphors in an engineering context 

Á Multidisciplinary Design, Analysis and Optimization (MDAO) for trade study analyses 
through more systematic design of experiments allows engineers to make many more 
excursions through both the problem and the design spaces  

Á Engineering affordability analysis, which is a risk-based approach that could be used to 
significantly reduce physical tests by focusing on those system uses that have the most 
uncertainty about margins of performance 

Á Decision analysis framework 
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Á Risk modeling and Bayesian-relevant analysis 
Á Platform-based approaches with virtual integration  
Á Pattern-based modeling based on ontologies with model transformation and analysis 
Á Domain-specific modeling languages 
Á Set-based design for more concurrent engineering and to keep design options open 

longer 
Á Modeling and simulation of manufacturing and possibly early prototyping 
Á 9ȄǇƭƻǎƛƻƴ ƻŦ ƛƴǘŜǊŀŎǘƛǾŜ ǾƛǎǳŀƭƛȊŀǘƛƻƴΣ ǿƘƛŎƘ ǿŜ ǿƛƭƭ ƴŜŜŘ ŀǎ ǿŜ ƘŀǾŜ ŀ άǎŜŀέ ƻŦ Řŀǘŀ ŀƴŘ 
ƛƴŦƻǊƳŀǘƛƻƴ ŘŜǊƛǾŜŘ ŦǊƻƳ ŀ άǎŜŀέ of models with HPC computing capabilities 

The {9w/Ωǎ research with NAVAIR Systems Engineering Transformation (SET) has provided 
considerable insights into the challenges associated with MCE [22]. That research suggests that 
there is no one instantiation of MCE. Each organization will have its own instantiation of its 
ά5ƛƎƛǘŀƭ {ȅǎǘŜƳ aƻŘŜƭέ ƻǊ {ƛƴƎƭŜ {ƻǳǊŎŜ ƻŦ Truth (SST). A digital system model will increasingly 
support the integration of multi-domain and multi-physics models, and provides for a method 
for model integrity for ensuring trust in models and simulation, and including three critical 
items: 

1. Cross-domain model integration, and the associated methodologies, which will also 
require and contribute collaboration 

2. Technologies to establish and quantify model integrity (trust in model and simulation 
predictions) 

3. High Performance Computing (HPC), which enables 1 and 2 

The SST is an enabler for cross-domain interoperability needed for multidisciplinary design, 
analysis and optimization (MDAO) for problem and design space exploration. The SST requires 
that all information used to assess performance is semantically consistent with MCE 
technologies and methods used for assuring integrity and the orchestrated workflow is data-
driven (not process driven). SST provides the basis for shared-data and a basis for real-time 
collaboration. 

As a result of the NAVAIR research findings the Deputy Assistant Secretary of Defense (DASD) 
has initiated a Digital Engineering strategy. ARDEC and NAVAIR are both participating in this 
initiative. In addition, the SERC leadership confirmed and recommended that complementary 
research results can be shared across these research tasks. To the degree possible we are 
synergistically leveraging research completed or underway related to NAVAIR under SERC RT-
157, RT-170, and RT-176 that includes other research collaborators Georgia Tech, University of 
Maryland, and the Naval Postgraduate School (NPS). 

1.2 OBJECTIVES 

The critical items gleaned from the ARDEC needs and our prior research resulted in the 
following set of proposed tasks: 

Á Task 1: Framework/architecture of development and collaboration environment that 
support cross-domain integration of models to address the heterogeneity of the various 
tools and environments 
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Á Task 2: Formalization of an information model for ARDEC-relevant domains to support 
capturing and sharing of data 

Á Task 3: Technology and domain-relevant modeling methodologies 
Á Task 4: Demonstrations in the context of ARDEC-relevant Challenge Areas relevant to 

Tasks 1, 2, 3 & 5 
Á Task 5: System Engineering Transformation Roadmap to roll out capabilities addressing 

all five perspectives in parallel: 
o Technologies and infrastructure  
o Methodologies and processes 
o People, training, competencies and framework viewpoints and interfaces 
o Operational & contractual paradigms for transformed interactions with industry 
o Governance 

We initially separated the five tasks into subtasks that provide better mapping to research 
expertise, but these are now defined as linked use cases, which are summarized in more detail 
in Section 2. These objectives underlying these tasks align with the theme that were presented 
at the NASA/JPL Symposium and Workshop on Model Based Systems Engineering held from 
January 25-27, 2017 at NASA/JPL in Pasadena California. The event brought together 
practitioners and leaders in MCE/MBSE to share information and ideas about the state of 
practice, challenges, recommendations, and future directions and strategies. Our ARDEC and 
NAVAIR sponsors were present at this event and should be able to resonate with their guidance 
on the direction of our research. 

1.3 SCOPE 

In the initial phase of the joint effort from August 2016 to August 2017, the SERC research 
should support ARDEC interests to: 

Á Streamline the process for using models, which is often done only in a relatively few 
ŀǊŜŀǎ όάǇƻŎƪŜǘέ as characterized by ARDEC) 

Á Understand the requirements for the AVCE conceptually at the stage of a Systems 
Requirement Review (SRR); this is not the requirements for a target system, rather 
these are the requirements for a system (of systems) for designing future ARDEC 
systems (i.e., AVCE iMBE) 

Á Understand the relationships between Systems Engineering (SE) activities and the 
ŘŜŎƛǎƛƻƴ ŦǊŀƳŜǿƻǊƪ όǊŜƭŀǘŜŘ ǘƻ 5ǊΦ aŀǘǘ /ƛƭƭƛΩǎ dissertation [41]); this is related to the 
ΨŘƛƎƛǘŀƭ ǘƘǊŜŀŘ ǿƘŜŜƭΩ ǘƘŀǘ Ŏŀƴ ǎƘƻǿ Ƙƻǿ ǘƻ ƭŜǾŜǊŀƎŜ ŀƴŀƭȅǎƛǎ ƛƴ ŜŀŎƘ ƻŦ ǘƘŜ ŀǊŜŀǎ ǘƻ 
develop a digital ǘƘǊŜŀŘ ǘƻ ǎǳǇǇƻǊǘ ǊŜǇŜŀǘŀōƭŜ ŀƴŀƭȅǎƛǎΣ ǿƘŜǊŜ ŀ άŦǳƭƭȅέ ƛƴǘŜƎǊŀǘŜŘ 
operational analysis is missing currently. 

The challenge areas continue to undergo definition, refinement and alignment. Four relevant 
challenges areas for RT-168 as characterized by ARDEC are: 

Á Challenge #1: Taking existing ARDEC models and combining them to form dynamic 
models at the system level, and to explore MDAO; this will help understand how the 
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models interact with each other and should allow for use of existing models to compose 
and solve the problem 
o Refinement by ARDEC Integrated Product Team (IPT) as presented at working 

session #2: Develop an integrated, cross domain, dynamic model of a system to 
assess its ability to achieve a specific operational scenario 

o IPT Lead: Rich Swanson 
o Status: completed at least initial concepts [9] 

Á Challenge #2: Trying to understand the more holistic process of solving a problem, 
including the people who are involved from more of a Concept of Operation (CONOPS) 
enabled by gaming technologies, and mission-level modeling and simulation that can 
ultimately feed information to a framework refined by Challenge #1 

Á Challenge #3: The focus here is on the data, and how it propagates throughout the 
lifecycle and be able to use standard-based and tool neutral technologies and methods 
ǘƻ άƛƴǘŜƎǊŀǘŜέ ƳƻŘŜƭƛƴƎ ƛƴ ŀƴŀƭȅǎƛǎ ǘƘŀǘ ŀǊŜ ƻŦǘŜƴ ƘŜǘŜǊƻƎŜƴŜƻǳǎ ŀƴŘ ŘƛǎǇŀǊŀǘŜ 
o This includes how the data or metadata underlying those disparate modeling 

technologies and methods can be bi-directionally linked 
o Specifically concerned with design tools (e.g., 3D CAD, software development, 

electrical CAD, etc.) that integrates with analysis tools (Prism, IMO, MagicDraw etc.) 
that usually inputs design data and produce analysis data and results, all of which 
needs to be stored and managed 

o IPT Lead: John Campbell 
Á Challenge #5: This is a new challenge area defined in early January of 2017 to integrate 

crossdomain models (SysML model, Engineering Models, Performance Models, Cost 
Models, etc.) with decision support model based on Armament Analytics Multiple 
Objective Decision Analysis (AAMODAT) while executing Integrated Systems Engineering 
Decision Management (ISEDM) process 
o IPT Lead: Matt Cilli 

This concept for these four challenges as shown in Figure 1, provides a simplified perspective on 
the ŜƭŜƳŜƴǘǎ ƛƴ ŀ ƳƻǊŜ άǘǊŀŘƛǘƛƻƴŀƭ systems engineeringέ ǇŜǊǎǇŜŎǘƛǾŜ. We notionally define: 

Á Concept of Operations (CONOPS) derived from simulation and gaming technologies 
Á άWhatέ we want ς requirements and constraints 
Á άHowέ (1 or more) ς designs to achieve the άWhatέ 
Á άHow wellέ (usually many) ǘƻ ŀǎǎŜǎǎ ǘƘŜ άIƻǿέ using analysis, testing, reviews and 

assessing how the design satisfies the requirements, given the constraints to achieve the 
mission concept  

Á The underlying Information Model links the data or metadata from many different 
domains 

Á The Decision Framework, we believe can demonstrate how data from the information 
model can be used to populate the Decision Framework in the form of the 
implementation of AAMODAT with potential refinements and extensions supporting a 
method to determine the Key Performance Parameters of the various stakeholders. 
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Figure 1. Context of System Engineering of Challenge Areas 

MCE is enabled by computational technologies that now provide a means for using modeling 
and simulation in a transformed approach to systems engineering. A key problem is that most 
of these technologies are not integrated currently (and many may never be). The challenge area 
presentations at the January 2017 working session given by ARDEC confirmed this cross-domain 
tool integration is a challenging problem. This was further acknowledged in various talks at the 
NASA/JPL Symposium and Workshop on Model Based System Engineering held January 25-27, 
2017. Therefore, we are interested in an approach that leverages tool-to-tool integrations 
where feasible, but the research is targeted on approaches to using data interoperability as a 
means (or surrogate) for accomplishing integration, when tool-to-tool integration is not feasible 
or cost-effective. This is challenge area #3 that we proposed. We plan to do research in the 
other two areas of Mission and Systems and understand the flow of information needed to be 
linked between them, and characterize those linkages in an Information Model. Our research 
efforts have made progress in this area that includes the development of an evolving 
Integration and Interoperability Framework (IoIF), which has been demonstrated to ARDEC at 
both working sessions and bi-weekly virtual events. 

The new challenge area #5 is being cƻƻǊŘƛƴŀǘŜŘ ǿƛǘƘ !w59/Ωǎ Dr. Matt Cilli who believes that 
information can be captured to drive the Decision Support Model Construct [41] (referred to as 
Decision Framework) in the AAMODAT tool developed and being evolved by Cliff Marini. Other 
research has provided evidence that semantic technologies (including ontologies) may support 
this belief of Dr. Chill. We believe Decision Framework with AAMODAT implementation serves 
many purposes and benefits: 
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Á Provides senior management and program managers with visual representations of key 
tradeoff defined in terms of Key Performance Parameters (KPPs) such as Performance, 
Cost, Time and Risk 

Á As shown in Figure 2, scatterplot shows in a single chart how system level alternatives 
respond in multiple dimensions of stakeholder value 

Á Assessment Flow Diagrams (AFDs) trace the relationships between physical means, 
intermediate measures, and fundamental objectives 

Á Provides methodological guidance for identifying KPPs 
Á Can be used with uncertainty analysis as a measure for understanding maturing design 
Á Enables bi-directional analysis throughout lifecycle 

 

Figure 2. Decision Support Model Construct 

The ARDEC leadership and SERC team agreed on the challenge area scenarios for using some 
examples related to counter unmanned aerial systems case study. The team has constructed 
several artificial UAS scenarios (use cases) and evolving scenario variants that demonstrate 
methods to address many of the cross-cutting concerns from CONOPS, mission and system 
engineering. Mission-level scenarios have been created and demonstrated using four different 
modeling and simulation capabilities ranging from low-cost and low-fidelity to high-cost and 
high-fidelity. 

We fully assume that there will be practical limitations to fully automating the concept 
discussed in this section, however, given the objectives, a value and unique contribution 
proposed by this research is on the appropriate system (and SoS) methodological guidance in 
the context of specific technologies. Our sponsor has stated that they believe the efforts to 
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date have helped ARDEC in making decisions on approaches to the development of 
requirements and architectures for AVCE iMBE.   

We have obtained and use academic licenses for some of the most powerful commercial tools 
in order to address research questions in the context of these types of tools; these are the 
types of tools used by both ARDEC and industry. This approach also addresses some 
organizational and domain-specific concerns. Through digital means we can now also encode 
historical knowledge in reference models, model patterns to embed methodological guidance 
to support continuous orchestration of analysis through new modeling metrics, and automated 
workflow to accelerate concepts to prototypes, deployment and foster event-driven 
collaboration. Therefore, the deliverables include reports, demonstrations, meetings, meeting 
notes, and examples of models without violating any of the academic licensing guidelines. 

1.4 ORGANIZATION OF DOCUMENT 

Section 1 provides an overview of the context for the needed research, objectives, scope and 
organization of this report. 

Section 2 provides a summary of the current set of research use cases, our Phase I efforts, 
status, and recommendations based on our increased understanding of the research objectives. 
For purposes of understanding the evolving efforts and status, the overview presented in 
Section 2 should provide that level of information. 

Part II describes the detailed research use cases. 

Section 3 discusses the concept of the Information Model underlying the AVCE; the 
fundamental purpose is to provide a means to link information and metadata from disparate 
sources across the various domains.  

Section 4 describes the concept for researching the use of Graphical CONOPS, including the 
potential relationships with the Early Synthetic Prototyping under research at University of 
Southern California (USC) Institute for Creative Technologies (ICT). 

Section 5 describes research into the use of mission and system modeling and simulation, and 
its relationships to graphical CONOPS and MDAO. 

Section 6 discusses modeling methodologies, including examples and demonstrations created 
to illustrate mission, system, enterprise and reference models, including example and methods 
for MDAO. 

Section 7 provides an overview of the approach for developing system models using Model 
Based System Engineering (MBSE), but more importantly for understanding the ways to linking 
MBSE models through the MCE toolchain as it relates to requirements for AVCE. 

Section 8 provides an overview of the approach for relating system models using MBSE, Model 
Based Engineering (MBE), but more importantly for understanding the ways to link MBE models 
through the MCE toolchain as it relates to requirements for AVCE. Some of the details of the 
Courter UAS are covered in this use case, and a new section on Automated Concurrent 
Engineering. 
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Section 9 discusses the research approach to leverage information captured through all of the 
phases and types of modeling into the information model to systematically populate the 
Decision Framework as implemented currently in AAOMDAT. 

Section 10 discusses potential contributions of modeling to support verification and validation 
(V&V). 

Section 11 is a use case to develop and assess the operational elements of the entire 
framework in the context of a Chief Engineer Role. 

Section 12 describe tradeoff analysis of technologies for integration or interoperability as a way 
for representing and analyzing the architecture trades for the requirements of AVCE. In 
addition, this section reflects on some of the most advanced integrated modeling environment 
identified through the NAVAIR related SERC research tasks. This task has been extended to 
consider Windchill, which builds off of a prior SERC RT-152, other commercial tool examples, 
and involvement with the Open Collaboration Group for MBSE and OpenMBEE. 

Section 13 discusses the use of Semantic Web Technologies applied to AAMODAT for the newly 
defined challenge area #5. 

Section 14 provides a new use case for assessing the AVCE iMBE requirements and model. 

Section 15 provides a description of some of the SERC research synergies that are relevant to 
the ARDEC research objectives. 

Section 16 provides a summary of Part II. 
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2 IN-PROCESS SUMMARY 

This section provides context into the scope and approach to this research. The research 
continues to evolve as we have more in-depth discussions and demonstrations with ARDEC 
about the research and potential benefits. For example, Eddie BauerΩǎ briefing for a Digital 
9ƴƎƛƴŜŜǊƛƴƎ ²ƻǊƪƛƴƎ DǊƻǳǇ ƳŜŜǘƛƴƎ ǎǘŀǘŜŘΥ άResearch in Data Ontology/Information Model 
using semantic web ontologies is promising and could support model and simulation 
integrationΦέ [9] 

Some of the research results are emerging as elements of !w59/Ωǎ concept and architecture for 
AVCE iMBE. There is understanding that semantic technologies provide potential to better 
understand the detailed information model in a semantically precise way and enables 
underlying computation capabilities to automate reasoning about systems engineering tasks. In 
addition, the semantic precision and cross-domain linkages of information enables more 
computational analytics about consistency, completeness and well-formed of captured 
information.  

We are using a Model Based System Engineering (MBSE) approach to model our project, and 
also to assist ARDEC in assessing their AVCE iMBE models. We started to elaborate the research 
tasks using high-level use cases as shown in Figure 3, relating those use case, and associating 
the use case with the stakeholders involved in the research. The relationships between 
stakeholders and use cases reflects on the interactions and ŘŜǇŜƴŘŜƴŎƛŜǎ ōŜǘǿŜŜƴ ǘƘŜ ǘŜŀƳΩǎ 
research. 
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Figure 3. High-level Research Use Cases 

2.1 ARDEC CHALLENGE AREA #1 PRELIMINARY FINDINGS 

The status presented at the second working session given by Rich Swanson who is leading the 
ARDEC team on the challenge area #1 focused on integrated, cross domain, dynamic model of a 
system to assess its ability to achieve a specific operational scenario. The efforts to date are 
identifying the linkage between those domain areas by executing a conceptual scenario of 
counter UAS requirements to help inform the team about gaps and challenges associated with 
requirements needed for the AVCE iMBE requirements and architecture. The lessons learned 
confirms that, while technically feasible, there are challenges in achieving cross domain models 
integration to facilitate sharing of relevant data between specialties in order to assess 
performance within the scenario.  

The following provides a few of challenges and concerns derived from the briefing material and 
presentation provided by the ARDEC challenge area #1 lead (non-exhaustive): 

Á Automation leading to a lack of applied subject matter expertise and granularity of 
assessment within each step of the analysis, can lead to incorrect analysis and 
assumptions 
o People have access to tools and data, but may not understand the methods to 

effectively use the tools 
o Tools may not have been created with adequate checks such as input data validity; 

again this relates to methods and types of checks that could be performed in an 
information model through semantic web technology (see NASA/JPL example) 



Contract No. HQ0034 -13-D-0004 

Report No. SERC-2017-TR-110       Date: August 8 , 2017 

11 

Á Working across domains, both from a technical and socio-technical perspective is 
challenging; if the tools worked better across domains, would this help with the socio-
ǘŜŎƘƴƛŎŀƭ όάǇŜƻǇƭŜέύ  
o Shows the need for both the iMBE objective framework (see new challenge area #5) 
o There are concerns that integrated modeling will not improve the timeline 

dramatically, because integration of models takes time, especially when emerging 
scenarios or technologies are included 

o Simulations can take long time to run, but uncertain if simulations are 
άǎǘǊǳŎǘǳǊŜŘ/programmedέ ǘƻ ƭŜǾŜǊŀƎŜ ƘƛƎƘ ǇŜǊŦƻǊƳŀƴŎŜ ŎƻƳǇǳǘƛƴƎ 

Á Cost of integration and automation must be weighed against value it can provide.  
Consider: 
o Integration of models versus integration derived through interoperability using 

standardized (format) data (i.e., data/information model) 
o Digital thread provided by traceability between models versus single source of truth  

These findings were also characterized in a different way in a briefing given by Eddie Bauer at 
the Digital Engineering Working Group that is approved for public distribution [9]: 

Á Culture 
o Uncovered lack of understanding across Integrated Product Team (IPT) specialties 

for the detail, and sometimes value that other IPT members provide 
o Lack of trust that data/models will be used appropriately 

¶ NAVAIR generally refers to this as Model Integrity (trust in the 
models/simulation results) 

o SME involvement must never be overlooked as integrated models can easily lead to 
incorrect analyses and assumptions 

o 5ƻ ǘƘŜ {a9Ωǎ ǿŀƴǘ ǘƻ ōŜ integrated?  Need to better understand value of Dynamic 
System models 

Á Model Integration 
o Technically possible 
o Domain understanding is very important 
o Physically passing data to appropriate SMEs is not the time-sink; it is developing new 

or modifying existing models for a new scenario - assessing and validating results is a 
concern 

o Dynamic Model Complexity = Greater Run Time and Need for High Performance 
Computing  

Á Authoritative Source of Truth 
o Need a common library of models/integrated models 
o Requires rigor iƴ ŘƻŎǳƳŜƴǘƛƴƎ aϧ{ ŘŜǘŀƛƭǎ ǘƘŀǘ ŀǊŜ ƴƻǊƳŀƭƭȅ ƛƴ ǘƘŜ ŀƴŀƭȅǎǘΩǎ ƘŜŀŘ 
o Results of analyses need to retain input from the SMEs involved in its development 

and execution  

Many of these concerns align with the findings from the NAVAR research as summarized in 
technical reports for RT-118/141/157 [22] [23] [25]. 
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2.2 USE CASE SUMMARY 

This section provides a high-level summary of each use case and recent results. Part II (starting 
with Section 3) of this report provides additional details on each use case (UC). As shown in 
Figure 3, there is considerable emphasis on understanding many of the cross-domain 
dependencies of the research use cases, and understanding the methods that must be used to 
guide the production of this information across the various domains and lifecycle phases.  

We are developing an Integrating and Interoperability Framework (IoIF) as part of UC09 as 
shown in Figure 4. We are working with other use case teams to provide a demonstrations of 
the Decision Framework (UC06) enabled by semantic technology (UC00). We envision using 
semantic web technologies (SWT) in the context of the Decision Layer process with AAMODAT 
(UC10) highlighted in orange oval to be in this part of the concept. In collaboration with NAVAIR 
and NASA/JPL, we would also like to bring in the Integrated Model Centric Engineering (IMCE) 
ontologies [91] for systems engineering. We are considering using tool-to-tool integration as 
discussed in UC09, Data Acquisition and Aggregation in research to integrate Graphical CONOPS 
(UC01), and Mission and System Operational Capabilities (UC02). 

 

Figure 4. Integrating and Interoperability Framework (IoIF) 

00. Develop Information Model. This information model characterizes the underlying 
ƛƴŦƻǊƳŀǘƛƻƴ ŀƴŘ ǊŜƭŀǘƛƻƴǎƘƛǇǎ ǘƻ άŜǾŜǊȅǘƘƛƴƎέ ǘƘŀǘ ƳƛƎƘǘ need to be produced by the tools 
of AVCE, although we are using tools available to our Stevens laboratory. This has 
significant relationships to challenge #3 and #5. We are using the SWT language the Web 
Ontology Language (OWL) [179] as the primary means for characterizing the information 
model across many of the use cases. As reflected in Figure 1, the challenge is to 
characterize this information for each of the various domains, including requirements, risks, 
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designs (e.g., electrical, mechanical, etc.), and analyses. This reflects why there are so many 
associations from the other use cases. In addition, we (including our ARDEC IPT) 
fundamentally believe that it is technical feasible to capture this information and provide it 
as input to the Decision Framework (UC06). The research demonstrated the use of SWT to 
demonstrate the concept to both characterize the data and information as well as rules, 
and query language for processing and data exchange during working session five (5).  

Á Several demonstrations have illustrated the feasibility of this concept in both working 
sessions and webinar sessions. Challenge area #5 has been defined and the 
prioritization of the information model will align with the objective to characterize the 
information and rules associated with inputs to AAMODAT; as such, this is now defined 
as a new user case UC10.  

Á The SWT is being architecturally represented in the Integrating and Interoperability 
Framework (IoIF) as part of UC09, which was also demonstrated. 

01. Research Graphical CONOPS. Investigate the use of Graphical CONOPS technologies such as 
gaming environments. The team has created demonstrations using the Unity gaming 
engine [170] for simulating two autonomous UAS interacting in an environment. Our 
research collaborators USC/ICT have been evolving a technology called Early Synthetic 
Prototyping (ESP). We are fundamentally interested understanding if there is an underlying 
metamodel of the information that can be captured, regardless of the domain, and the 
methods that would be used to ensure that information is fully captured. This information 
would be mapped to the Information Model (UC00) and be provided as input to UC02. In 
addition, we are interested in how the parameters of simulation entities can be used in 
MDAO (UC03).  

Á The metamodel provided by ICT represents information and metrics captured while 
observing the users of the gaming technologies; processing this information in real-time 
has shown to be difficult, but having this type of information stored in SWT (UC00) could 
enable better and real-time analytics, which has been stated as a desire by our ARDEC 
sponsor. 

Á There have been nine updates to the graphical CONOPS, which provides two types of 
missions for red/blue surveillance missions for autonomous quadcopters. The updated 
simulations include more realistic battery and flight models (UC05), and current 
research is using MDAO (UC03) for this level of the mission analysis. 

02. Research Mission and System Operational Capabilities. Investigate the methodological and 
relevant technologies for mapping the Graphical CONOPS into Mission and System 
modeling and simulation capabilities. The current research involves the use of VT MAK 
[103] and other 2D modeling and simulation environments for distributed simulations. We 
envision that information from UC01 would provide parameter information that can be 
refined or expanded. Therefore, like UC01, we want to understand the underlying 
information (e.g., metamodel) that would be mapped to the Information Model (UC00), 
and the associated methods for how to develop models at this level. This use case is also 
researching the relationships of these simulation models and system models in languages 
such as SysML. 
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Á We have created a simple ontology as the basis to demonstrate information sharing 
through SWT to illustrate transfer of information through the SWT components of the 
IoIF. The demonstration also illustrated the use of triple stores and SPARQL [181] 
queries to store, extract or transform data in the SWT. The next planned demonstration 
will use these IoIF capabilities to transfer data between the Graphical CONOPS 
simulation and low fidelity mission-level analysis on a 2D plane with spatial positions of 
entities. 

Á This use case is also researching the relationships of these simulation models and 
system models in languages such as SysML. 

03. Research MDAO. Investigate the methods to trace capabilities to the relevant design 
disciplines and perform cross-domain analyses through MDAO for problem and design 
tradespace analyses. In addition, to characterizing elements of the framework, cross-
domain relationships, but also characterize the methods used to support MDAO in a tool 
independent manner (we obtained academic licenses for ModelCenter, because we know 
that ARDEC uses that tool; these license can be used to provide examples, but not 
contribute to any ARDEC-specific work). 

Á Recent updates of UAV model using MDAO workflows in ModelCenter show more 
realistic results in terms of weight and size, including use of Computational Fluid 
Dynamics, results of Design of Experiments (DOE) for range vs. cruise altitude vs 
wingspan, and a Pareto frontier for range, payload, and endurance as KPPs, new 
visualizations provided by version 12 of ModelCenter 

Á Another model that was used Phoenix Integration MBSE Analyzer to integrate 
MagicDraw SysML with ModelCenter 

Á Current efforts are: 
o Researching use of ModelCenter/MDAO to the Graphical CONOPS (UC01) 
o Investigating the use of using MBSE Analyzer/MagicDraw SysML with ModelCenter 

to formalize the Assessment Flow Diagrams (AFD) for the Decision Framework 
(UC06) 

04. Create System Models. This applies MBSE to the case study examples and looks at how 
metamodels or metadata is represented in the Information Model (UC00) to provide 
traceability through the other forms of modeling for UC01, UC02, UC03 and UC05. This use 
case is developing different variants of UAS system models at both the system and mission 
level. 

Á Demonstrations include the use of the OpenMBEE Model Development Kit (MDK) 
DocGen to a number of models including the AVCE iMBE and Rotocopter UAV 

Á We have an evolving SysML model for the RT-168 IoIF framework (UC09) to formalize 
the architecture, which has been provided to ARDEC 

Á We are near completing setup of the OpenMBEE environment, including the Model 
Management System (MMS) and View Editor components that have been open-sourced 
by NASA/JPL at: http://www.openmbee.org/ this is planned to be integrated with the 
IoIF framework 

http://www.openmbee.org/
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Á We are trying to leverage work with the SERC RT-176 led by Kristin Giammarco to use 
Monterey Phoenix (MP) for demonstrating the potential to perform early V&V 
requirements and architecture models [70]. Currently, MP is a language, but we believe 
we can develop a graphical language using SysML activity diagram (maybe profiled), and 
then use DocGen to extract information in order to translate into MP. This tasks benefits 
ARDEC, because RT-176 is funded by NAVAIR. 

05. Use Model Based Engineering. This applies Model-Based Engineering (MBE) typically 
associated with the different design disciplines (e.g., electrical, mechanical, controls) and 
will focus on some related research associated with counter UAS. Like UC04, we are 
interested at how metamodels from these various domain or metadata are represented in 
the Information Model (UC00) to provide traceability. It is currently acknowledged that, 
except for a few exceptions there is a gap in mapping from these types of modeling 
technologies to MBSE models. 

Á tǊŜǎŜƴǘŜŘ ŀ ǎŜǎǎƛƻƴ ƻƴ άRepresentation Methods, Model Frameworks and Verification 
Tools for CPS Designέ ŦƻǊ ¦!{ 

Á Current investigations include bringing MBE design information into the SWT using an 
architecture and prototyping of system simulation with semantic data exchange; this 
will look at discipline-specific ontologies for cross-domain integration [29] 

06. Research Decision Framework. As discussed in Section 1.3, we have had discussions with 
the ARDEC leads, who are intimately familiar with this framework and the evolving tool 
called AAMODAT. This use case is now aligned with challenge area #5. Fundamentally, a key 
goal for UC00 is to capture information that can be used to provide input to the Decision 
Framework (UC06). This would provide senior leaders and program managers the type of 
information they need to consider technology capability tradeoff using Performance, Cost 
(Affordability), Time (delivery schedule) and Risk. Fundamentally, if a particular answer was 
unacceptable, using the concept discuss herein, we could trace linkages through the 
Information model back to all other related perspectives on the system (UC01, UC02, UC03, 
UC04, UC05).  

Á We provided demonstrations using SWT to get example data from DBpedia (which is a 
crowd-source effort to extract structured information from Wikipedia and make this 
information available on the Web) of a simple aircraft ontology and properties to show 
semantically rich data extracted from DBpedia using SWT tools (Protégé, OWL Viz, RDF) 

Á Investigating the use of Phoenix Integration MBSE Analyzer plugin to MagicDraw SysML 
with ModelCenter to formalize the Assessment Flow Diagrams (AFD) for the Decision 
Framework (UC06) using an updated UAV case study [42] 

Á Working on templates for different type of objective hierarchies (e.g., portfolio, 
product) 

07. Research Verification and Validation (V&V). This use case was not considered in the original 
plan, but MCE does provide some unique opportunities to be more effective at contributing 
V&V evidence in early design. Rigorously defined models can directly support V&V, and this 
could both subsume cost and risks. This use case can likely identify candidate requirements 
for AVCE. 
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Á As discussed in UC04, we are trying to leverage work with the SERC RT-176 led by Kristin 
Giammarco to use Monterey Phoenix (MP) for demonstrating the potential to perform 
early V&V requirements and architecture models [70].  

08. Assess as Chief Engineer Role. This use case is created so that one of our researchers, 
experienced in actual systems engineering can provide some level of assessment of our 
overarching approach and contribute to the requirements for AVCE. We too want to bring 
as many technologies as possible into our lab at Stevens in order to assess the gaps, but are 
also interesting in bring in Masters students to using methods derived from this research. 

09. Tradeoff Analysis of Technologies for Integration or Interoperability. This use case has been 
renamed and expanded due to information learned about other technologies that provide 
a means for looking at alternative technologies and approach to support either tool 
integration or some type of equivalent interoperability approaches that can be used for 
AVCE. Specifically, we are looking at the technologies and tools used by ARDEC and used in 
the case study to focus this research. In addition, this tasks revisits some of the most 
advanced tool integrations that have been developed by NASA/JPL [59] [10], the DARPA 
META projects [8] [7], Engineered Resilient Systems [81], Airbus [76], and generalization of 
commercial and industry integrated modeling environments. We added a team member 
assess Windchill as part of this use case. We learned of Syndeia by Intercax, and 
coordinated a demonstration with our ARDEC sponsor. We have joined Open Collaboration 
Group for MBSE and OpenMBEE [132]. 

Á As discussed at the beginning of this section, the IoIF as shown in Figure 4, brings a 
number of use cases together: 
o The SWT is being expanded to support interoperability from Graphical CONOPS 

(UC01) to Mission-level simulation (UC02) 
o We are modeling this architectural framework (UC04) 
o We are expecting disciplines specific information to be integrated through the SWT 

component (UC05) 
o We expect this same architectural element to be used to support exacting 

information to populate the Decision Framework (UC06) and AAMODAT (UC10) 
o We will also look to integrate these capabilities with OpenMBEE 

10. Challenge area #5 has been defined and the prioritization of the information model will 
align with the objective to characterize the information and rules associated with inputs to 
AAMODAT. This use case is related to both UC00 and UC06. 

Á We discussed how AAMODAT is usually something that happens early on for ARDEC, 
and all over the project. It has helped to identify Key Performance Parameters (KPPs) at 
the mission level and the elements from the sub-domains that are relevant to those 
YttǎΦ Ψ!ƭƭ ǊŜǉǳƛǊŜƳŜƴǘǎ ŀǊŜ ǘǊŀŘŜŀōƭŜΣΩ ōǳǘ ƭƻƻƪƛƴƎ ŀǘ Ƙƻǿ ƳǳŎƘ ǘƘŜȅ ŎƻƴǘǊƛōǳǘŜ ǘƻ ǘƘŜ 
KPPs, is a different way of thinking. 

Á As discussed in UC09, we expect this same architectural element to be used to support 
exacting information at populate the Decision Framework (UC06) 
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11. Assess AVCE iMBE. We were asked to provide a more detailed analysis of the AVCE iMBE 
requirements. We initially looked at the requirements, but in attempt to do the analysis 
started to identify additional use cases not reflected in the model as shown in Figure 11. 
ARDEC then did deliver the AVCE iMBE model, and we developed a set of View and 
Viewpoints for the model to allow for us of MDK/DocGen. While the model is well 
structure, the View and Viewpoints modeling process revealed some minor inconsistencies, 
which we shared with ARDEC. While ARDEC has finished the Systems Requirement Review 
(SRR) for AVCE iMBE. Rick Dove joined the RT-168 research team. 

Á Rick Dove has done some research through the Lb/h{9Ωǎ !ƎƛƭŜ {ȅǎǘŜƳǎ 9ƴƎƛƴŜŜǊƛƴƎ [ƛŦŜ 
Cycle Model (ASELCM) project, and specifically in terms characterized by the ASELCM 
Pattern of Three Concurrent Systems. Rick will use this context to look at the AVCE iMBE 
model from this three-system perspective 

2.3 WORKING SESSIONS AND SPONSOR-SUPPORTING EVENTS 

A component of the research and required deliverables are conducting working sessions that 
inform the ARDEC team about progress against the plan. These working session also inform the 
team about relevant information and feedback to scope the deliverables in the context 
appropriate for ARDEC; this approach has been especially important for working other SERC 
research task, such as with NAVAIR given the recent changes under SE transformation. In 
addition, NAVAIR joined for the second half day meeting for the first working session, and a 
number of members of the NAVAIR team have been attending working sessions and the bi-
weekly meetings. 

Á Working session #1: 21, 22-Sep-2016 held at ARDEC 
o The SERC team provided an overview elaborated from the proposal discussing an 

approach to use case study scenarios to address the lifecycle concerns from 
CONOPS, mission and system analysis, using MDAO for tradespace analysis, Model-
Based System Engineering linking to risk and the decision framework. This was 
presented in the context of their Digital Thread concept. The SERC team also 
discussed the potential synergies with NAVAIR Systems Engineering Transformation 
and the Digital Engineering Strategy initiative coordinated by Deputy Assistant 
Secretary of Defense (DASD). Discussed the concept for developing the ontology 
underlying the requirement manager (top-level priority) 

Á Working session #2: 10-Jan-2017 held at ARDEC 
o This session covered the broad objectives identified by ARDEC, to: 

¶ Discuss progress in research areas 

¶ Share lessons learned from their own efforts on Challenge Areas 

¶ Identify areas for enhanced collaboration 

¶ Engage in general model-based engineering discussions 
o A number of presentations and demonstrations from ARDEC, SERC, and NAVAIR 

were given to inform the audience and to stimulate further discussions, including: 

¶ Status of AVCE-iMBE Project ς ARDEC, Cliff Marini 

¶ Dynamic Model Challenge Overview ς ARDEC, Rich Swanson 
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¶ NAVAIR SE Transformation Overview ς NAVAIR, Jaime Guerrero 

¶ Overall Status of RT-168 Transforming Systems Engineering through Model-
Centric Engineering - SERC, Mark Blackburn 

¶ Demonstration: Graphical CONOPS ς SERC, Roger Jones 

¶ Demonstration: VT-MAK Mission Simulation ς SERC, Roger Blake 

¶ Integrated Mission Modeling: Approach and Initial Results ς SERC, Paul Grogan  

¶ Demonstration: Multidisciplinary, Design, Analysis and Optimization ς SERC, 
Steven Hoffenson 

¶ Overview of Integrated Model Based Engineering Environment (iMBE-E) Data 
Challenges - ARDEC, John Campbell 

¶ Data Ontology/Information Model - SERC, Mark Blackburn 

¶ Decision Framework Approach and AAMODAT, ARDEC, Matt Cilli 
Á Working session #3: 30-Mar-2017 held at Stevens 

o ARDEC AVCE-iMBE Update, Cliff Marini 
o NAVAIR Progress update, Mark Blackburn 
o RT 168 Progress update, Mark Blackburn 
o Semantic Web Technologies Demo & Discussion, Mary Bone 
o {ŜƳŀƴǘƛŎ ²Ŝō ¢ŜŎƘƴƻƭƻƎƛŜǎ 5ŜƳƻ ŀƴŘ 5ƛǎŎǳǎǎƛƻƴΧ ŎƻƴǘƛƴǳŜŘ  
o USC ICT Research Presentation, Edgar Evangelista 
o MBE Tools: Syndeia, OpenMBEE, Jeff McDonald, Mark Blackburn 
o Mission-level simulation using High Level Architecture (HLA) Demo, Roger Blake, 

Paul Grogan 
Á Working session #4: 13-Jun-2017 held at ARDEC 

o ARDEC updates, Christina Jauregui, Cliff Marini, Greg Nieradka 
o OpenMBEE, Mark Blackburn 
o OpenMBEE MDK/DocGen for the AVCE model, Benjamin Kruse 
o SysML/MDAO/MBSE Analyzer, John Dzielski 
o MDAO updates, Brian Chell  
o Graphical CONOPS update and demonstration, Roger J. 
o Semantic Technology for SE Working Group/ NASA/JPL Integrated Model Centric 

Engineering (IMCE) Ontologies and SWT, Mark Backburn, Mary Bone 
o Integration and Interoperability Framework (IoIF) ς Demonstration, Roger B, Roger J, 

Paul) 
o NAVAIR RT-170/RT-176 updates, Modeling for the Surrogate Pilot, Mark Blackburn 
o Requirement V&V through Monterey Phoenix (Mark Blackburn) 

Á Special Session: 31-July-2017 held at Stevens 
o This special session invited our sponsors from ARDEC, NAVAR, and DASD(SE), but 

also other organization Naval Surface Warfare Center, Digital Warfare Office, and 
MITRE, and industry guests from Raytheon working on Semantic Web Technologies 
and Ontologies 

o Objectives included: άtǊƻǾƛŘŜ .ƛƎ tƛŎǘǳǊŜ ς aŜƴǘŀƭ aƻŘŜƭέ 
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¶ ¦ǎŜ ƘƛǎǘƻǊƛŎŀƭ ŎƻƴǘŜȄǘ ƻŦ ǊŜǎŜŀǊŎƘ ƛƴǾŜǎǘƛƎŀǘƛƴƎ έǘƘŜ Ƴƻǎǘ ŀŘǾŀƴŎŜd and holistic 
approaches and technologies supporting state-of-the-art in Model Centric 
9ƴƎƛƴŜŜǊƛƴƎέ ŀƪŀ 5ƛƎƛǘŀƭ 9ƴƎƛƴŜŜǊƛƴƎ 

¶ Summarize expanse of research thrusts dating back to initial NAVAIR air research 
in 2013 

¶ 5ƛǎŎǳǎǎ ŀƭƛƎƴƳŜƴǘ ǿƛǘƘ ǎǇƻƴǎƻǊǎΩ ŜǾƻƭǾƛƴƎ ƴŜŜŘǎΣ ǘǊŀƴǎŦƻǊƳŀǘƛƻƴΣ ŀƴŘ Ǝƻŀƭǎ ƻŦ 
digital engineering initiative 

¶ Provide awareness of collaborations with other initiatives, industry, government, 
academia & open communities 

o άPast ς Whyέ ς Historical perspectives ς How we got here and why 
o άPresent ς Whatέ - Aligning the research gaps and challenges for a Systems 

Engineering Transformation 
o άFuture ς Howέ - Blending and evolving our research results with Digital Engineering 

(DE) Transformations across the DoD to be in a Future State by Computationally 
Enabled DE  

o Deep Dive a Few Research Topics 
o Integrated Systems Engineering Decision Management (ISEDM) Process Enabled by 

Digital Engineering Technologies, presented by Dr. Matthew Cilli 
o Semantic Technologies and Ontologies Research to enable Trade Space Analytics for 

Engineered Resilient Systems, presented by Dr. George Ball 
o Breakout Session discussing 

¶ Risk for Digital Engineering Transformation  

¶ Priorities for Digital Engineering Transformation  
o Forward Planning and Actions 

Á Working session #5: 1-August-2017 held at Stevens 
o Perspectives on July 31 Session: Systems Engineering Transformation through Model 

Centric Engineering 
o ARDEC challenge updates 
o Presentation and demonstrations on Integration and Interoperability Framework 

(IoIF) overview and demonstration (UC09, UC00, UC01, UC02, UC04), and IoIF model 
and workflow representation 

o Overview of OpenMBEE plan for integration into the IoIF 
o Decision Framework (UC06) and Formalizing Assessment Flow Diagram through 

MDAO (UC03) 
o Status updates of the Graphical CONOPS (UC01) integration with MDAO (UC03) 
o Status update from UCE/ICE 
o Next steps for Phase II 

2.4 TENTATIVE SCHEDULE FOR MEETING, DEMONSTRATIONS AND DELIVERABLES 

Table 1 provides a list of the deliveries, demonstrations and discussions for our bi-weekly status 
and other meetings involving our ARDEC sponsors. 
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Table 1. Schedule for Demonstration and Deliverables 

Date Demo / Presentation / Reports Status 

Sep 21 & 22, 
2016 

1st Working Session at ARDEC ς see meeting notes. Done 

Nov 4, 2016 
(Fri) 

Mission Level Modeling and Graphical CONOPS (2 
approaches) 

¶ Paul Grogan 

¶ Roger Blake 

¶ Roger Jones 

Done 

Nov 7, 2016 Interim Report/Bi-Monthly Status 

¶ Expand on all tasks that are mapped to Use Cases 
project model 

Done 

Nov 22, 2016 Decision Framework Approach by Matt Cilli / Robin Dillon Done 

Dec 2, 2016 MDOA presentation and demonstration by Steven 
Hoffenson 
Discussion of Mission/System Simulations Roger Jones, 
Roger Blake, Paul Grogan 

Done 

Dec 16, 2016  Design of a Systems Representation Framework for 
Counter UAS Operations by Kishore Pochiraju 

Done 

Dec 20, 2016  Information Model/Ontology by Mark Blackburn / Mary 
Bone / Gregg Vesonder 

Done 

Jan 10, 2017 2nd Working Session at ARDEC ς see meeting notes. Done 

Jan 15, 2017 Update Interim Report/Bi-Monthly Status 

¶ Expand on tasks that are mapped to use cases in 
project model 

Done: 
This report 

Jan 25-27, 
2017 

NASA/JPL Symposium and Workshop on Model Based 
Systems Engineering 

Meeting notes 
delivered 

Jan 28-31, 
2017 

INCOSE International Workshop Meeting notes 
delivered 

Feb 10, 2017 Demonstrations of Graphical CONOPS 
Á Roger Jones ς Unity gaming of competing 

autonomous quadcopters 
Á Todd Richmond ς Video of Unity gaming for Early 

Synthetic Prototyping 

Done 
 

Feb 24, 2017 Automatic Concurrent Engineering and Knowledge-Based   
Product Design and Manufacturing  (Kishore Pochiraju) 

Done 

Mar 2, 2017 Semantic Web Technologies (Mary Bone / Mark 
Blackburn) 

Done 

Mar 7, 2017 Syndeia Demonstration (Manas Majaj / Jeff McDonald) Done 

Mar 9, 2017 ARDEC sponsor Eddie Bauer participated in NAVAIR, RT-
170 working session #29 at NAVAIR. 

Done 

Mar 10, 2017 Update on HLA approach (Roger Blake / Paul Grogan) 
 

Done 
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Mar 15, 2017 Update Interim Report 
Expand on tasks that are mapped to use cases in project 
model 

Done: 
Prior version 
of this report 

Mar 24, 2017 Mary Bone gave a talk on ontologies as it related to 
AAMODAT and Challenge area #5  

Done 

Mar 30, 2017 Working Session #3 at Stevens ς see meeting notes. 
There were over 25 attendees, including nine (9) from 
ARDEC 

Done 

Apr 7, 2017 Kishore gave a talk on Design Automation Done 

Apr 18, 2017 Two related talks on OpenMBEE model in SysML to 
support analysis of requirements development/review for 
AVCE iMBE (Mark Blackburn) 

Done 

Apr 21, 2017 Broader aspects of OpenMBEE (Mark Blackburn) Done 

May 15, 2017 Bi-monthly status report 

¶ Expand on tasks that are mapped to use cases in 
project model 

Done 

May 19, 2017 Model Centric Engineering Architecture (Roger Blake / 
Paul Grogan) 

Done 

Jun 2, 2017 Overview on  Model Development Kit (MDK) DocGen View 
and Viewpoints that were added to AVCE requirements 
model to illustrate the DocGen capabilities (Benjamin 
Kruse) 

Done 

Jun 13, 2017 Working Session #4 at ARDEC ς see meeting notes. 
 

Done 

Jun 30, 2017 Two talks on Model Centric Engineering Architecture and 
the Prototype of the Integration and Interoperability 
Framework (IoIF) and demonstration interoperability using 
semantic web technologies and ontologies (Paul Grogan, 
Roger Blake, Mary Bone, Chris Synder, Harsh Kevadia) 

Done 

Jul 14, 2017 Decision Framework update with discussion of use of 
semantic web technologies and concept for modeling the 
Assessment Flow Diagram (Matt Cilli, Robin Dillon-Merrill, 
Mary Bone, John  Dzielski) 

Done 

Jul 15, 2017 Updated Interim Report 

¶ Expand on tasks that are mapped to use cases in 
project model 

Done 

July 31, 2017 Systems Engineering Transformation through Model 
Centric Engineering Past, Present, and Future ς Special 
Session at Stevens (Mark Blackburn, Dinesh Verma) 

Done 

Aug 1, 2017 Working Session #5 at Stevens Done 

Aug 8, 2017 Final Technical Report Done: 
This report 
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PART II: TASK DETAIL SUMMARY 

The material in Part II provides additional detail on the latest status on the tasks in the context 
of the research use cases, including information shared during some of the working sessions 
and bi-weekly meetings. An extensive amount of material covered in Part II of the RT-141 final 
report [22] and RT-157 final report [23] still provides relevant information to this research, but 
has not been integrated into this report. 

Each of these sections has a team of researchers, which are reflected by Figure 3. We are 
adding the information from the different perspectives, and will continue to integrate the story 
as the research results evolves through Phase II (August 2017 ς August 2018). 

3 INFORMATION MODEL (UC00) 

MCE is enabled by computational technologies that now provide a means for using modeling 
and simulation in a transformed approach to systems engineering. A key problem is that most 
of these technologies are not integrated (and many may never be). Therefore, we are 
interested in an approach to using data interoperability as a means (or surrogate) for 
accomplishing integration. This is challenge area #3, which has now been extended to 
incorporate this concept under challenge area #5, and defined in more detail under UC10 (see 
Section 13). 

This information model characterizes the underlying information and relationships to 
άŜǾŜǊȅǘƘƛƴƎέ ǘƘŀǘ ƳƛƎƘǘ ƴŜŜŘ ǘƻ ōŜ ǇǊƻŘǳŎŜŘ ōȅ ǘƘŜ ǘƻƻƭǎ ƻŦ !±/9Φ We are using OWL and SWT 
to represent the information. Our efforts with ARDEC are also complemented by our efforts 
with NAVAIR and the Semantic Technologies for Systems Engineering initiative (ST4SE) that was 
established in April 2017.  

3.1 SEMANTIC TECHNOLOGIES FOR SYSTEMS ENGINEERING  

Briefly, the SWTs are based on a standard suite of languages, models, and tools that are suited 
to knowledge representation. Figure 5 provides a perspective on the SWT stack, which includes 
eXtended Markup Language (XML) [129], Resource Description Framework (RDF) [180] and 
Schema (RDFS), Web Ontology Language (OWL) [179] (i.e., OWL2), the SPARQL Protocol And 
RDF Query Language (SPARQL) [181], and others. RDF can describe instances of ontologies ς 
that is, the data for particular model instances, where OWL relates more to metamodels 
describing the class of information that can be characterized as RDF instances. RDFS extends 
RDF and provides primitives such as Class, subClassOf, and subPropertyOf. The SWT was 
created to extend the current Internet allowing combinations of metadata, structure, and 
various technologies enabling machines to derive meaning from information, both assisting and 
reducing human intervention. This technology is generally applicable to many different 
applications, and our research is beginning to reflect that from the demonstrations of the IoIF, 
to the Decision Framework, and communicating the uses of SWT by NASA/JPL, and how such 
capabilities can be integrated within a model based engineering environment, like OpenMBEE 
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to provide additional reasoning on the information that is captured such as completeness, 
consistency and well-formedness. 

 

Figure 5. Semantic Web Technologies related to Layers of Abstraction 

Figure 6 provides another perspective using an instantiation created by NASA/JPL, which 
reflects a number of the pieces we are interested in using: 

Á Three core elements of View Editor, DocGen and Model Management System (MMS) 
Á MagicDraw client (in which the MDK/DocGen) plugin works 
Á Teamwork Cloud server from NoMagic is used with MMS 
Á The NASA ontologies for Systems Engineering used to check constraints (e.g., 

consistency, completeness, well-formedness) [90] related to the model is shown in 
Figure 7 
o These are being open-sourced 
o We would like to opportunistically leverage these capabilities both with NAVAIR and 

ARDEC through our efforts with the ST4SE 
o These ontologies have grown out of a history of work, including the INCOSE 

modeling patterns group 
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Figure 6. NASA/JPL Instantiation of OpenMBEE (circa 2014) 

The following figures have been taking from Model-Centric Engineering, Part 3: Foundational 
Concepts for Building System Models [91]. Figure 8 shows the Integrated Model Centric 
Engineering (IMCE) concept that is being developed. The process involves: 

Á Creating ontologies for foundational systems engineering derived from the modeling 
patterns (reflected in Figure 7) 
o This can be done in any OWL modeling tool such as the open source Protégé  
o The ontologies are turned into SysML profiles 
o The SysML profiles are loaded into a modeling tool for creating models 
o The profiled SysML models are exported back into OWL statements 
o Checks for completeness, consistency and well-formedness can performed 

 

System Modeling Environment

*An Integrated Model Centric Engineering (IMCE) Reference Architecture for a

Model Based Engineering Environment (MBEE), NASA/JPL, Sept, 2014.
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Figure 7. NASA/JPL Foundational Ontology for Systems Engineering 
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Figure 8. From Ontologies to SysML Profiles and Back to Analyzable OWL / RDF 

 

Figure 9 shows the various representations associated with the concept described in Figure 8: 

1. The modeled statemŜƴǘ ƛƴ 9ƴƎƭƛǎƘ ƛǎΥ ά/ƻƳǇƻƴŜƴǘ ǇŜǊŦƻǊƳǎ CǳƴŎǘƛƻƴέ 
2. The OWL/RDF representation of the statement in low-level XML for this same statement 
3. The Profile and Stereotypes used in the model (loaded into a SysML model) 
4. The Stereotypes used in a SysML Block Definition Diagram (BDD) 

 














































































































































































































